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1. Введение

Цель работы: найти путь между двумя вершинами графа (от дома до места учёбы) с помощью различных алгоритмов и сравнить их результаты.

Задачи:

* Реализовать алгоритм BFS
* Реализовать алгоритм DFS
* Реализовать алгоритм Dijkstra
* Реализовать алгоритм A\*

1. Теоретическая подготовка
   1. Алгоритмы поиска пути в графе:

* Алгоритм BFS: исследует граф, начиная с корневого узла и просматривая все соседние узлы на текущем уровне, прежде чем переходить к узлам на следующем уровне. Этот алгоритм использует очередь для хранения узлов, которые нужно исследовать.
* Алгоритм DFS: исследует граф, начиная с корневого узла и продвигаясь как можно глубже по одной ветви, прежде чем возвращаться назад. Этот алгоритм использует стек для хранения узлов, которые нужно исследовать.
* Алгоритм Dijkstra: используется для нахождения кратчайшего пути от одного узла до всех остальных узлов в взвешенном графе с неотрицательными весами рёбер. Он использует приоритетную очередь для хранения узлов, которые нужно исследовать.
* Алгоритм A\*: является расширением алгоритма Дейкстры и используется для нахождения кратчайшего пути в взвешенном графе с помощью эвристической функции. Он сочетает в себе стоимость пути от начального узла до текущего узла и оценку стоимости пути от текущего узла до целевого узла (*f*(*n*)=*g*(*n*)+*h*(*n*), где g(n) - фактическая стоимость пути от начального узла до узла n, h(n) - эвристическая функция, которая оценивает стоимость пути от узла n до целевого узла и основана на различных метриках, таких как евклидово расстояние или манхэттенское расстояние, f**(**n) - общая функция оценки, которая комбинирует g(n) и h(n) и используется для определения приоритетов при исследовании узлов). Он использует приоритетную очередь для хранения узлов, которые нужно исследовать.
  1. Вектор:
* Использование std::vector для динамического хранения элементов массива.
  1. Xеш-таблица:
* Использование std::unordered\_map для хранения пар ключ-значение с быстрым доступом по ключу.
  1. Стек:
* Использование std::stack для хранения элементов с доступом к последнему добавленному элементу.
  1. Очередь:
* Использование std::queue для хранения элементов с доступом к первому добавленному элементу.
* Использование std::priority\_queue для хранения элементов с доступом к первому элементу (со значением меньшего веса в данном случае)
  1. Числовые данные:
* int: используется для индексов массивов и счётчиков элементов, что позволяет эффективно управлять позициями, а также для представления значений элементов
* double: используется для хранения нецелочисленных данных

Для работы с графом я задала две структуры: Node и Graph, а также хэш-функцию для структуры Node (для работы с unordered\_map<Node>) (подробное описание в комментариях в коде ниже)

// Структура Node для представления узла графа  
struct Node {  
 double lon; // Долгота узла  
 double lat; // Широта узла  
  
 // Оператор сравнения для узлов  
 bool operator==(const Node other) const {  
 return this->lon == other.lon && this->lat == other.lat; // Проверяем равенство двух узлов по координатам  
 }  
  
 // Оператор неравенства для узлов  
 bool operator!=(const Node other) const {  
 return !(\*this == other); // Проверяем неравенство, используя оператор равенства  
 }  
  
 // Оператор меньше для узлов (для использования в приоритетной очереди)  
 bool operator<(const Node other) const {  
 if (lon != other.lon) // Сравниваем долготы  
 return lon < other.lon;  
 return lat < other.lat; // Если долготы равны, сравниваем широты  
 }  
};  
  
// Специализация хеш-функции для структуры Node (для работы с unordered\_map<Node>)  
namespace std {  
 template <>  
 struct hash<Node> {  
 // Определяем хеш-функцию для узлов, используя их координаты  
 size\_t operator()(const Node& node) const {  
 // Используем XOR для комбинирования хешей долготы и широты  
 return hash<double>()(node.lon) ^ hash<double>()(node.lat);  
 }  
 };  
}  
  
  
// Структура Graph для представления графа  
struct Graph {  
 // Список смежности графа, где ключ - узел, а значение - вектор пар (соседний узел, вес ребра)  
 unordered\_map<Node, vector<pair<Node, double>>> adjList;  
  
 // Метод для поиска ближайшего узла  
 Node find\_closest\_node(Node target) {  
 Node closest\_node = {0.0, 0.0}; // Инициализируем ближайший узел  
 double min\_distance = numeric\_limits<double>::infinity(); // Инициализируем минимальное расстояние  
  
 // Проходим по всем узлам в графе  
 for (auto pair: adjList) {  
 Node node = pair.first; // Получаем узел из списка смежности  
 double distance = sqrt(  
 pow(node.lon - target.lon, 2) + pow(node.lat - target.lat, 2)); // Вычисляем евклидово расстояние  
  
 if (distance < min\_distance) { // Если найдено более близкое расстояние  
 min\_distance = distance; // Обновляем минимальное расстояние  
 closest\_node = node; // Обновляем ближайший узел  
 }  
 }  
  
 return closest\_node; // Возвращаем ближайший узел  
 }  
  
 // Метод для парсинга данных графа из строки  
 void parseData(string data) {  
 stringstream ss(data); // Создаем строковый поток для разбора данных  
 string line;  
 while (getline(ss, line)) { // Читаем строки из потока  
 stringstream lineStream(line); // Создаем поток для текущей строки  
 double lon1, lat1, lon2, lat2, weight;  
 char comma;  
 // Читаем долготу и широту первого узла, ожидаем запятую и двоеточие  
 if (lineStream >> lon1 >> comma >> lat1 && comma == ',' && lineStream.get() == ':') {  
 Node node1{lon1, lat1}; // Создаем узел 1  
 // Читаем соседние узлы и веса ребер  
 while (lineStream >> lon2 >> comma >> lat2 >> comma >> weight) {  
 Node node2{lon2, lat2}; // Создаем узел 2  
 // Добавляем ребро в список смежности для обоих узлов  
 adjList[node1].emplace\_back(node2, weight);  
 adjList[node2].emplace\_back(node1, weight);  
 // Проверяем, есть ли конец списка соседей (символ ';')  
 if (!(lineStream >> comma) || comma != ';') {  
 break; // Выходим из цикла, если нет  
 }  
 }  
 }  
 }  
 }  
  
 // Метод для очистки графа  
 void clear() {  
 adjList.clear(); // Очищаем список смежности  
 }

1. Реализация алгоритма BFS

3.1. Реализованный метод

// V - кол-во вершин, E - кол-во рёбер  
// Метод для выполнения поиска в ширину (BFS)  
pair<pair<double, int>, vector<Node>> bfs(Node start, Node goal) {  
 // Очередь для хранения вершин и их текущих расстояний  
 queue<pair<Node, double>> q; // O(1) - создание очереди, пространственная сложность - O(V) - в худшем случае все вершины могут быть добавлены в очередь  
  
 // Хеш-таблицы для отслеживания посещенных вершин, расстояний и родительских вершин  
 unordered\_map<Node, bool> visited; // O(1) - создание хеш-таблицы, пространственная сложность - O(V)  
 unordered\_map<Node, double> distance; // O(1) - создание хеш-таблицы, пространственная сложность - O(V)  
 unordered\_map<Node, Node> parent; // O(1) - создание хеш-таблицы, пространственная сложность - O(V)  
  
 // Начальная установка: добавляем начальную вершину в очередь с расстоянием 0  
 q.push({start, 0.0}); // O(1) - добавление в очередь  
 visited[start] = true; // O(1) - отмечаем начальную вершину как посещенную  
 distance[start] = 0.0; // O(1) - устанавливаем расстояние до начальной вершины как 0  
 parent[start] = start; // O(1) - родитель начальной вершины - сама она  
  
 // Основной цикл BFS  
 while (!q.empty()) { // O(V + E) - в худшем случае, когда все вершины и ребра будут обработаны  
 // Извлекаем текущую вершину и её расстояние из очереди  
 Node current = q.front().first; // O(1) - получение текущего узла, пространственная сложность - O(1)  
 double dist = q.front().second; // O(1) - получение расстояния, пространственная сложность - O(1)  
 q.pop(); // O(1) - удаление из очереди  
  
 // Если текущая вершина совпадает с целевой вершиной, восстанавливаем путь  
 if (current == goal) { // O(1) - проверка на совпадение  
 vector<Node> path; // Вектор для хранения пути, пространственная сложность - O(P), где P — длина пути  
 int edgeCount = 1; // Счетчик ребер, пространственная сложность - O(1)  
  
 // Восстановление пути от goal до start  
 for (Node at = goal; at != start; at = parent[at]) { // O(P) - P - длина пути  
 path.push\_back(at); // O(1) - добавляем узел в путь  
 edgeCount++; // O(1) - увеличиваем счетчик  
 }  
 path.push\_back(start); // O(1) - добавляем начальную вершину в путь  
  
 // Обращение пути, чтобы он начинался с start и заканчивался goal  
 reverse(path.begin(), path.end()); // O(P) - обращение вектора  
  
 // Возвращаем результат: расстояние, количество ребер и путь  
 return {{dist, edgeCount}, path}; // O(1) - возвращение результата  
 }  
  
 // Исследование соседних вершин текущей вершины  
 for (auto neighbor\_pair: adjList[current]) { // O(E) - в худшем случае  
 Node neighbor = neighbor\_pair.first; // O(1) - получение соседнего узла, пространственная сложность - O(1)  
 double weight = neighbor\_pair.second; // O(1) - получение веса ребра, пространственная сложность - O(1)  
  
 // Если соседняя вершина не была посещена  
 if (!visited[neighbor]) { // O(1) - проверка на посещенность  
 visited[neighbor] = true; // O(1) - отмечаем соседнюю вершину как посещенную  
 distance[neighbor] = dist + weight; // O(1) - обновляем расстояние до соседа  
 parent[neighbor] = current; // O(1) - устанавливаем родителя  
 q.push({neighbor, dist + weight}); // O(1) - добавляем соседа в очередь  
 }  
 }  
 }  
  
 // Если целевая вершина не была найдена, возвращаем бесконечное расстояние и пустой путь  
 return {{numeric\_limits<double>::infinity(), 0},  
 {}}; // O(1) - возвращение результата  
}  
// Общая пространственная сложность - O(V), общая временная сложность - O(V + E)

Метод для нахождения пути между вершинами с помощью алгоритма BFS, а также подсчета длины найденного пути с учетом весов ребер и без.

* 1. Основные действия
* **Инициализация структур данных**:

Создаются очередь q для хранения вершин и их текущих расстояний.

Создаются хеш-таблицы visited, distance и parent для отслеживания посещенных вершин, расстояний и родительских вершин соответственно.

* **Начальная установка:**

Начальная вершина start добавляется в очередь с расстоянием 0.

Вершина start помечается как посещенная, и её расстояние устанавливается в 0.

Родительской вершиной для start устанавливается сама start.

* **Основной цикл BFS**:

Пока очередь не пуста, извлекается вершина из начала очереди.

Если текущая вершина совпадает с целевой вершиной goal, восстанавливается путь от goal до start и возвращается результат.

* **Исследование соседних вершин**:

Для каждой соседней вершины текущей вершины проверяется, была ли она уже посещена.

Если соседняя вершина не была посещена, она помечается как посещенная, её расстояние устанавливается, и она добавляется в очередь с обновленным расстоянием.

* **Завершение алгоритма**:

Если очередь опустела, а целевая вершина не была найдена, возвращается результат с бесконечным расстоянием и пустым путем.

* 1. Временная и пространственная сложность

Общая пространственная сложность - O(V), общая временная сложность - O(V + E), где V – количество вершин, E – количество рёбер (подробный подсчёт в комментариях с кодом)

1. Реализация алгоритма DFS
   1. Реализованный метод

// Метод для выполнения поиска в глубину (DFS)  
pair<pair<double, int>, vector<Node>> dfs(Node start, Node goal) {  
 // Стек для хранения вершин и их текущих расстояний  
 stack<pair<Node, double>> s; // O(1) - создание стека, пространственная сложность - O(V) - в худшем случае все вершины могут быть добавлены в стек  
  
 // Хеш-таблицы для отслеживания посещенных вершин, расстояний и родительских вершин  
 unordered\_map<Node, bool> visited; // O(1) - создание хеш-таблицы, пространственная сложность - O(V)  
 unordered\_map<Node, double> distance; // O(1) - создание хеш-таблицы, пространственная сложность - O(V)  
 unordered\_map<Node, Node> parent; // O(1) - создание хеш-таблицы, пространственная сложность - O(V)  
  
 // Начальная установка: добавляем начальную вершину в стек с расстоянием 0  
 s.push({start, 0.0}); // O(1) - добавление в стек  
 visited[start] = true; // O(1) - отмечаем начальную вершину как посещенную  
 distance[start] = 0.0; // O(1) - устанавливаем расстояние до начальной вершины как 0  
 parent[start] = start; // O(1) - родитель начальной вершины - сама она  
  
 // Основной цикл DFS  
 while (!s.empty()) { // O(V) - в худшем случае, когда все вершины будут обработаны  
 // Извлекаем текущую вершину и её расстояние из стека  
 Node current = s.top().first; // O(1) - получение текущего узла, пространственная сложность - O(1)  
 double dist = s.top().second; // O(1) - получение расстояния, пространственная сложность - O(1)  
 s.pop(); // O(1) - удаление из стека  
  
 // Если текущая вершина совпадает с целевой вершиной, восстанавливаем путь  
 if (current == goal) { // O(1) - проверка на совпадение  
 vector<Node> path; // Вектор для хранения пути, пространственная сложность - O(P), где P — длина пути  
 int edgeCount = 1; // Счетчик ребер, пространственная сложность - O(1)  
  
 // Восстановление пути от goal до start  
 for (Node at = goal; at != start; at = parent[at]) { // O(P) - P - длина пути  
 path.push\_back(at); // O(1) - добавляем узел в путь  
 edgeCount++; // O(1) - увеличиваем счетчик  
 }  
 path.push\_back(start); // O(1) - добавляем начальную вершину в путь  
  
 // Обращение пути, чтобы он начинался с start и заканчивался goal  
 reverse(path.begin(), path.end()); // O(P) - обращение вектора  
  
 // Возвращаем результат: расстояние, количество ребер и путь  
 return {{dist, edgeCount}, path}; // O(1) - возвращение результата  
 }  
  
 // Исследование соседних вершин текущей вершины  
 for (auto neighbor\_pair: adjList[current]) { // O(E) - в худшем случае  
 Node neighbor = neighbor\_pair.first; // O(1) - получение соседнего узла, пространственная сложность - O(1)  
 double weight = neighbor\_pair.second; // O(1) - получение веса ребра, пространственная сложность - O(1)  
  
 // Если соседняя вершина не была посещена  
 if (!visited[neighbor]) { // O(1) - проверка на посещенность  
 visited[neighbor] = true; // O(1) - отмечаем соседнюю вершину как посещенную  
 distance[neighbor] = dist + weight; // O(1) - обновляем расстояние до соседа  
 parent[neighbor] = current; // O(1) - устанавливаем родителя  
 s.push({neighbor, dist + weight}); // O(1) - добавляем соседа в стек  
 }  
 }  
 }  
  
 // Если целевая вершина не была найдена, возвращаем бесконечное расстояние и пустой путь  
 return {{numeric\_limits<double>::infinity(), 0},  
 {}}; // O(1) - возвращение результата  
}  
// Общая пространственная сложность - O(V), общая временная сложность - O(V + E)

Метод для нахождения пути между вершинами с помощью алгоритма DFS, а также подсчета длины найденного пути с учетом весов ребер и без.

* 1. Основные действия
  + Инициализация структур данных:

Создаются стек s для хранения вершин и их текущих расстояний.

Создаются хеш-таблицы visited, distance и parent для отслеживания посещенных вершин, расстояний и родительских вершин соответственно.

* + Начальная установка:

Начальная вершина start добавляется в стек с расстоянием 0.

Вершина start помечается как посещенная, и её расстояние устанавливается в 0.

Родительской вершиной для start устанавливается сама start.

* + Основной цикл DFS:

Пока стек не пуст, извлекается вершина из вершины стека.

Если текущая вершина совпадает с целевой вершиной goal, восстанавливается путь от goal до start и возвращается результат.

* + Исследование соседних вершин:

Для каждой соседней вершины текущей вершины проверяется, была ли она уже посещена.

Если соседняя вершина не была посещена, она помечается как посещенная, её расстояние устанавливается, и она добавляется в стек с обновленным расстоянием.

* + Завершение алгоритма:

Если стек опустел, а целевая вершина не была найдена, возвращается результат с бесконечным расстоянием и пустым путем.

* 1. Временная и пространственная сложность

Общая пространственная сложность - O(V), общая временная сложность - O(V + E), где V – количество вершин, E – количество рёбер (подробный подсчёт в комментариях с кодом)

1. Реализация алгоритма Dijkstra
   1. Реализованный метод

// Метод для выполнения алгоритма Дейкстры  
pair<pair<double, int>, vector<Node>> dijkstra(Node start, Node goal) {  
 // Приоритетная очередь для хранения узлов и их текущих расстояний (первыми в ней будут элементы с меньшим весом)  
 priority\_queue<pair<double, Node>, vector<pair<double, Node>>, greater<pair<double, Node>>> pq; // O(1) - создание приоритетной очереди, пространственная сложность - O(V) - в худшем случае все узлы могут быть добавлены в очередь  
  
 // Хеш-таблицы для хранения расстояний, посещенных узлов и родительских узлов  
 unordered\_map<Node, double> distances; // O(1) - создание хеш-таблицы для расстояний, пространственная сложность - O(V)  
 unordered\_map<Node, bool> visited; // O(1) - создание хеш-таблицы для посещенных узлов, пространственная сложность - O(V)  
 unordered\_map<Node, Node> parent; // O(1) - создание хеш-таблицы для родительских узлов, пространственная сложность - O(V)  
  
 // Инициализация расстояний до всех узлов как бесконечность  
 for (auto pair: adjList) { // O(V) - инициализация расстояний  
 distances[pair.first] = numeric\_limits<double>::infinity(); // O(1) - установка расстояния  
 }  
  
 // Установка начального расстояния до стартового узла  
 distances[start] = 0.0; // O(1) - установка расстояния до стартового узла  
 pq.push({0.0, start}); // O(log V) - добавление стартового узла в приоритетную очередь  
 parent[start] = start; // O(1) - родитель стартового узла - сама она  
  
 // Основной цикл алгоритма Дейкстры  
 while (!pq.empty()) { // O(V) - в худшем случае, когда все узлы будут обработаны  
 // Извлечение узла с минимальным расстоянием  
 double currentDistance = pq.top().first; // O(1) - получение минимального расстояния, пространственная сложность - O(1)  
 Node current = pq.top().second; // O(1) - получение узла, пространственная сложность - O(1)  
 pq.pop(); // O(log V) - удаление узла из приоритетной очереди  
  
 // Если текущий узел совпадает с целевым узлом, восстанавливаем путь  
 if (current == goal) { // O(1) - проверка на совпадение  
 vector<Node> path; // Вектор для хранения пути, пространственная сложность - O(P), где P — длина пути  
 int edgeCount = 1; // Счетчик ребер, пространственная сложность - O(1)  
 for (Node at = goal; at != start; at = parent[at]) { // O(P) - P - длина пути  
 path.push\_back(at); // O(1) - добавляем узел в путь  
 edgeCount++; // O(1) - увеличиваем счетчик  
 }  
 path.push\_back(start); // O(1) - добавляем начальную вершину в путь  
 reverse(path.begin(), path.end()); // O(P) - обращение пути  
 return {{currentDistance, edgeCount}, path}; // O(1) - возвращение результата  
 }  
  
 // Если узел уже посещен, пропускаем его  
 if (visited[current]) continue; // O(1) - проверка на посещенность  
 visited[current] = true; // O(1) - отмечаем текущий узел как посещенный  
  
 // Исследование соседних узлов  
 for (auto neighbor\_pair: adjList[current]) { // O(E) - в худшем случае, когда все соседи текущего узла будут обработаны  
 Node neighbor = neighbor\_pair.first; // O(1) - получение соседнего узла, пространственная сложность - O(1)  
 double weight = neighbor\_pair.second; // O(1) - получение веса ребра, пространственная сложность - O(1)  
  
 // Вычисление нового расстояния до соседнего узла  
 double newDist = currentDistance + weight; // O(1) - вычисление нового расстояния, пространственная сложность - O(1)  
  
 // Если новое расстояние меньше текущего расстояния до соседнего узла  
 if (newDist < distances[neighbor]) { // O(1) - проверка условия  
 distances[neighbor] = newDist; // O(1) - обновляем расстояние до соседа  
 parent[neighbor] = current; // O(1) - устанавливаем родителя  
 pq.push({newDist, neighbor}); // O(log V) - добавляем соседа в очередь  
 }  
 }  
 }  
  
 // Если целевой узел не был найден, возвращаем бесконечное расстояние и пустой путь  
 return {{numeric\_limits<double>::infinity(), 0},  
 {}}; // O(1) - возвращение результата  
}  
// Общая пространственная сложность - O(V), общая временная сложность - O((V + E) log V)

Метод для нахождения наименьшего пути между вершинами с помощью алгоритма Dijkstra, а также подсчета длины найденного пути с учетом весов ребер и без.

* 1. Основные действия
* Инициализация структур данных:

Создается приоритетная очередь pq для хранения узлов и их текущих расстояний.

Создаются хеш-таблицы distances, visited и parent для хранения расстояний, посещенных узлов и родительских узлов соответственно.

* Начальная установка:

Расстояния до всех узлов инициализируются как бесконечность.

Расстояние до начального узла start устанавливается в 0.

Начальный узел добавляется в приоритетную очередь с расстоянием 0.

Родительским узлом для start устанавливается сам start.

* Основной цикл алгоритма Дейкстры:

Пока приоритетная очередь не пуста, извлекается узел с минимальным расстоянием.

Если текущий узел совпадает с целевым узлом goal, восстанавливается путь от goal до start и возвращается результат.

* Исследование соседних узлов:

Для каждого соседнего узла текущего узла вычисляется новое расстояние.

Если новое расстояние меньше текущего расстояния до соседнего узла, обновляются расстояние и родительский узел для соседнего узла, и он добавляется в приоритетную очередь с обновленным расстоянием.

* Завершение алгоритма:

Если приоритетная очередь опустела, а целевой узел не был найден, возвращается результат с бесконечным расстоянием и пустым путем.

* 1. Временная и пространственная сложность

Общая пространственная сложность - O(V), общая временная сложность - O((V + E) log V), где V – количество вершин, E – количество рёбер (подробный подсчёт в комментариях с кодом)

1. Реализация алгоритма A\*
   1. Реализованный метод (+ вспомогательная эвристическая функция)

// Эвристическая функция для оценки расстояния между двумя узлами (евклидово расстояние)  
 double heuristic(Node a, Node b) {  
 return sqrt(pow(a.lon - b.lon, 2) + pow(a.lat - b.lat, 2)); // O(1) - вычисляем евклидово расстояние, пространственная сложность - O(1)  
 }  
  
 // Метод для выполнения алгоритма A\*  
 pair<pair<double, int>, vector<Node>> aStar(Node start, Node goal) {  
 // Приоритетная очередь для хранения узлов и их текущих fScore (первыми в ней будут элементы с меньшим весом)  
 priority\_queue<pair<double, Node>, vector<pair<double, Node>>, greater<pair<double, Node>>> pq; // O(1) - создание приоритетной очереди, пространственная сложность - O(V) - в худшем случае все узлы могут быть добавлены в очередь  
  
 // Хеш-таблицы для хранения gScore, fScore и родительских узлов  
 unordered\_map<Node, double> gScore; // O(1) - создание хеш-таблицы для gScore, пространственная сложность - O(V)  
 unordered\_map<Node, double> fScore; // O(1) - создание хеш-таблицы для fScore, пространственная сложность - O(V)  
 unordered\_map<Node, Node> parent; // O(1) - создание хеш-таблицы для родительских узлов, пространственная сложность - O(V)  
  
 // Инициализация gScore и fScore для всех узлов как бесконечность  
 for (auto pair: adjList) { // O(V) - инициализация gScore и fScore  
 gScore[pair.first] = numeric\_limits<double>::infinity(); // O(1) - установка gScore  
 fScore[pair.first] = numeric\_limits<double>::infinity(); // O(1) - установка fScore  
 }  
  
 // Установка начального gScore и fScore для стартового узла  
 gScore[start] = 0.0; // O(1) - gScore для стартового узла  
 fScore[start] = heuristic(start, goal); // O(1) - fScore для стартового узла  
 parent[start] = start; // O(1) - родитель стартового узла - сама она  
  
 // Добавление стартового узла в приоритетную очередь  
 pq.push({fScore[start], start}); // O(log V) - добавление стартового узла в очередь  
  
 // Основной цикл алгоритма A\*  
 while (!pq.empty()) { // O(V) - в худшем случае, когда все узлы будут обработаны  
 // Извлечение узла с минимальным fScore  
 double currentFScore = pq.top().first; // O(1) - получение минимального fScore, пространственная сложность - O(1)  
 Node current = pq.top().second; // O(1) - получение узла, пространственная сложность - O(1)  
 pq.pop(); // O(log V) - удаление узла из приоритетной очереди  
  
 // Если текущий узел совпадает с целевым узлом, восстанавливаем путь  
 if (current == goal) { // O(1) - проверка на совпадение  
 vector<Node> path; // Вектор для хранения пути, пространственная сложность - O(P), где P — длина пути  
 int edgeCount = 1; // Счетчик ребер, пространственная сложность - O(1)  
 for (Node at = goal; at != start; at = parent[at]) { // O(P) - P - длина пути  
 path.push\_back(at); // O(1) - добавляем узел в путь  
 edgeCount++; // O(1) - увеличиваем счетчик  
 }  
 path.push\_back(start); // O(1) - добавляем начальную вершину в путь  
 reverse(path.begin(), path.end()); // O(P) - обращаем путь  
 return {{gScore[current], edgeCount}, path}; // O(1) - возвращаем результат  
 }  
  
 // Исследование соседних узлов  
 for (auto neighbor\_pair: adjList[current]) { // O(E) - в худшем случае, когда все соседи текущего узла будут обработаны  
 Node neighbor = neighbor\_pair.first; // O(1) - получение соседнего узла, пространственная сложность - O(1)  
 double weight = neighbor\_pair.second; // O(1) - получение веса ребра, пространственная сложность - O(1)  
  
 // Вычисление временного gScore для соседнего узла  
 double tentativeGScore = gScore[current] + weight; // O(1) - вычисление временного gScore, пространственная сложность - O(1)  
  
 // Если временный gScore меньше текущего gScore для соседнего узла  
 if (tentativeGScore < gScore[neighbor]) { // O(1) - проверка условия  
 // Обновление gScore и fScore для соседнего узла  
 gScore[neighbor] = tentativeGScore; // O(1) - обновляем gScore  
 fScore[neighbor] = tentativeGScore + heuristic(neighbor, goal); // O(1) - обновляем fScore  
 parent[neighbor] = current; // O(1) - устанавливаем родителя  
 pq.push({fScore[neighbor], neighbor}); // O(log V) - добавляем соседа в очередь  
 }  
 }  
 }  
  
 // Если целевой узел не был найден, возвращаем бесконечное расстояние и пустой путь  
 return {{numeric\_limits<double>::infinity(), 0},  
 {}}; // O(1) - возвращение результата  
 }  
 // Общая пространственная сложность - O(V), общая временная сложность - O((V + E) log V)  
};

Метод для нахождения наименьшего пути между вершинами с помощью алгоритма A\*, а также подсчета длины найденного пути с учетом весов ребер и без.

* 1. Основные действия
* Инициализация структур данных:

Создается приоритетная очередь pq для хранения узлов и их текущих fScore.

Создаются хеш-таблицы gScore, fScore и parent для хранения gScore, fScore и родительских узлов соответственно.

* Начальная установка:

gScore и fScore для всех узлов инициализируются как бесконечность.

Начальный gScore для стартового узла start устанавливается в 0.

Начальный fScore для стартового узла start устанавливается в значение эвристической функции между start и goal.

Родительским узлом для start устанавливается сам start.

Начальный узел добавляется в приоритетную очередь с его fScore.

* Основной цикл алгоритма A\*:

Пока приоритетная очередь не пуста, извлекается узел с минимальным fScore.

Если текущий узел совпадает с целевым узлом goal, восстанавливается путь от goal до start и возвращается результат.

* Исследование соседних узлов:

Для каждого соседнего узла текущего узла вычисляется временный gScore.

Если временный gScore меньше текущего gScore для соседнего узла, обновляются gScore и fScore для соседнего узла, и он добавляется в приоритетную очередь с обновленным fScore.

* Завершение алгоритма:

Если приоритетная очередь опустела, а целевой узел не был найден, возвращается результат с бесконечным расстоянием и пустым путем.

* 1. Временная и пространственная сложность

Общая пространственная сложность - O(V), общая временная сложность - O((V + E) log V), где V – количество вершин, E – количество рёбер (подробный подсчёт в комментариях с кодом)

1. Время работы алгоритмов

Время работы алгоритмов представлено на рисунке 1.

![](data:image/png;base64,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)

Рисунок 1 – Время работы алгоритмов

1. Сравнение методов и времени работы алгоритмов
   1. BFS
      * + Этот алгоритм не учитывает веса ребер при нахождении пути и ищет путь по количеству ребер в невзвешенном графе (находит оптимальный по количеству рёбер, совершая обход в ширину).
        + Время работы наименьшее среди всех алгоритмов, так как BFS игнорирует веса и находит путь по уровню. Подходит для обхода графов, нахождения кратчайшего пути между вершинами в невзвешенных графах.
   2. DFS
      * + Этот алгоритм не учитывает веса ребер при нахождении пути и ищет путь по количеству ребер в невзвешенном графе (не находит оптимальный путь, а просто обходит граф в глубину)
        + Время работы больше, чем у BFS, так как DFS совершает обход в глубину в графе без учета оптимальности пути. Его не стоит использовать для поиска кратчайшего пути, но его можно использовать для обхода.
   3. Dijkstra
      * + Время работы наибольшее среди всех алгоритмов.
        + Этот алгоритм учитывает веса ребер и гарантированно находит кратчайший путь во взвешенном графе с неотрицательными весами. Этот алгоритм медленнее остальных, поскольку учитывает веса и находит самый короткий путь. Это наиболее точный метод для поиска кратчайшего пути в графах с взвешенными ребрами.
   4. A\*
      * + A\* также учитывает веса ребер и использует эвристическую функцию для оценки стоимости пути до целевого узла, что позволяет ему находить оптимальный путь быстрее.
        + A\* показал время выполнения меньшее, чем Дейкстра, так как он сочетает в себе преимущества алгоритма Дейкстры и эвристической оценки, что позволяет ему более эффективно исследовать граф, но большее, чем BFS и DFS, так как учитывает веса рёбер. Его стоит использовать для задач, где требуется нахождение кратчайшего пути с предположениями о направлении поиска.
2. Выводы:
   * + - Алгоритмы Дейкстры и A\* находят оптимальный путь с минимальным расстоянием. BFS и DFS не находят оптимальный путь во взвешенных графах, так как они не учитывают веса ребер.
       - BFS позволяет совершить обход графа в ширину и найти минимальный путь между вершинами в невзвешенном графе. BFS не находит оптимальный путь во взвешенных графах, так как он не учитывает веса ребер.
       - DFS позволяет совершить обход графа в глубину, но не подходит для нахождения оптимального пути.
       - Дейкстра— самый точный для взвешенных графов, но уступает в скорости А\*.
       - A\* показывает время выполнения меньше, чем Дейкстра. Сбалансированный вариант: быстрее Дейкстры, но требует выбора правильной эвристики. Для больших графов A\* будет предпочтительнее Дейкстры из-за скорости, если есть хорошая эвристика.

ПРИЛОЖЕНИЕ А

Листинг кода min\_path.cpp

#include <iostream> // Подключение библиотеки для ввода-вывода

#include <unordered\_map> // Подключение библиотеки для работы с хеш-таблицами

#include <vector> // Подключение библиотеки для работы с динамическими массивами

#include <stack> // Подключение библиотеки для работы со стеком (для DFS)

#include <queue> // Подключение библиотеки для работы с очередью и приоритетной очередью (для BFS, Дейкстры и А\*)

#include <cmath> // Подключение библиотеки для математических функций (sqrt)

#include <fstream> // Подключение библиотеки для работы с файлами

#include <sstream> // Подключение библиотеки для работы со строковыми потоками

#include <chrono> // Подключение библиотеки для работы со временем

#include <cassert> // Подключение библиотеки для запуска тестов

#include <algorithm> // Подключение библиотеки для работы с алгоритмами (для использования reverse)

using namespace std; // Использование стандартного пространства имен для упрощения записи

// Структура Node для представления узла графа

struct Node {

double lon; // Долгота узла

double lat; // Широта узла

// Оператор сравнения для узлов

bool operator==(const Node other) const {

return this->lon == other.lon && this->lat == other.lat; // Проверяем равенство двух узлов по координатам

}

// Оператор неравенства для узлов

bool operator!=(const Node other) const {

return !(\*this == other); // Проверяем неравенство, используя оператор равенства

}

// Оператор меньше для узлов (для использования в приоритетной очереди)

bool operator<(const Node other) const {

if (lon != other.lon) // Сравниваем долготы

return lon < other.lon;

return lat < other.lat; // Если долготы равны, сравниваем широты

}

};

// Специализация хеш-функции для структуры Node (для работы с unordered\_map<Node>)

namespace std {

template <>

struct hash<Node> {

// Определяем хеш-функцию для узлов, используя их координаты

size\_t operator()(const Node& node) const {

// Используем XOR для комбинирования хешей долготы и широты

return hash<double>()(node.lon) ^ hash<double>()(node.lat);

}

};

}

// Структура Graph для представления графа

struct Graph {

// Список смежности графа, где ключ - узел, а значение - вектор пар (соседний узел, вес ребра)

unordered\_map<Node, vector<pair<Node, double>>> adjList;

// Метод для поиска ближайшего узла

Node find\_closest\_node(Node target) {

Node closest\_node = {0.0, 0.0}; // Инициализируем ближайший узел

double min\_distance = numeric\_limits<double>::infinity(); // Инициализируем минимальное расстояние

// Проходим по всем узлам в графе

for (auto pair: adjList) {

Node node = pair.first; // Получаем узел из списка смежности

double distance = sqrt(

pow(node.lon - target.lon, 2) + pow(node.lat - target.lat, 2)); // Вычисляем евклидово расстояние

if (distance < min\_distance) { // Если найдено более близкое расстояние

min\_distance = distance; // Обновляем минимальное расстояние

closest\_node = node; // Обновляем ближайший узел

}

}

return closest\_node; // Возвращаем ближайший узел

}

// Метод для парсинга данных графа из строки

void parseData(string data) {

stringstream ss(data); // Создаем строковый поток для разбора данных

string line;

while (getline(ss, line)) { // Читаем строки из потока

stringstream lineStream(line); // Создаем поток для текущей строки

double lon1, lat1, lon2, lat2, weight;

char comma;

// Читаем долготу и широту первого узла, ожидаем запятую и двоеточие

if (lineStream >> lon1 >> comma >> lat1 && comma == ',' && lineStream.get() == ':') {

Node node1{lon1, lat1}; // Создаем узел 1

// Читаем соседние узлы и веса ребер

while (lineStream >> lon2 >> comma >> lat2 >> comma >> weight) {

Node node2{lon2, lat2}; // Создаем узел 2

// Добавляем ребро в список смежности для обоих узлов

adjList[node1].emplace\_back(node2, weight);

adjList[node2].emplace\_back(node1, weight);

// Проверяем, есть ли конец списка соседей (символ ';')

if (!(lineStream >> comma) || comma != ';') {

break; // Выходим из цикла, если нет

}

}

}

}

}

// Метод для очистки графа

void clear() {

adjList.clear(); // Очищаем список смежности

}

// V - кол-во вершин, E - кол-во рёбер

// Метод для выполнения поиска в ширину (BFS)

pair<pair<double, int>, vector<Node>> bfs(Node start, Node goal) {

// Очередь для хранения вершин и их текущих расстояний

queue<pair<Node, double>> q; // O(1) - создание очереди, пространственная сложность - O(V) - в худшем случае все вершины могут быть добавлены в очередь

// Хеш-таблицы для отслеживания посещенных вершин, расстояний и родительских вершин

unordered\_map<Node, bool> visited; // O(1) - создание хеш-таблицы, пространственная сложность - O(V)

unordered\_map<Node, double> distance; // O(1) - создание хеш-таблицы, пространственная сложность - O(V)

unordered\_map<Node, Node> parent; // O(1) - создание хеш-таблицы, пространственная сложность - O(V)

// Начальная установка: добавляем начальную вершину в очередь с расстоянием 0

q.push({start, 0.0}); // O(1) - добавление в очередь

visited[start] = true; // O(1) - отмечаем начальную вершину как посещенную

distance[start] = 0.0; // O(1) - устанавливаем расстояние до начальной вершины как 0

parent[start] = start; // O(1) - родитель начальной вершины - сама она

// Основной цикл BFS

while (!q.empty()) { // O(V + E) - в худшем случае, когда все вершины и ребра будут обработаны

// Извлекаем текущую вершину и её расстояние из очереди

Node current = q.front().first; // O(1) - получение текущего узла, пространственная сложность - O(1)

double dist = q.front().second; // O(1) - получение расстояния, пространственная сложность - O(1)

q.pop(); // O(1) - удаление из очереди

// Если текущая вершина совпадает с целевой вершиной, восстанавливаем путь

if (current == goal) { // O(1) - проверка на совпадение

vector<Node> path; // Вектор для хранения пути, пространственная сложность - O(P), где P — длина пути

int edgeCount = 1; // Счетчик ребер, пространственная сложность - O(1)

// Восстановление пути от goal до start

for (Node at = goal; at != start; at = parent[at]) { // O(P) - P - длина пути

path.push\_back(at); // O(1) - добавляем узел в путь

edgeCount++; // O(1) - увеличиваем счетчик

}

path.push\_back(start); // O(1) - добавляем начальную вершину в путь

// Обращение пути, чтобы он начинался с start и заканчивался goal

reverse(path.begin(), path.end()); // O(P) - обращение вектора

// Возвращаем результат: расстояние, количество ребер и путь

return {{dist, edgeCount}, path}; // O(1) - возвращение результата

}

// Исследование соседних вершин текущей вершины

for (auto neighbor\_pair: adjList[current]) { // O(E) - в худшем случае

Node neighbor = neighbor\_pair.first; // O(1) - получение соседнего узла, пространственная сложность - O(1)

double weight = neighbor\_pair.second; // O(1) - получение веса ребра, пространственная сложность - O(1)

// Если соседняя вершина не была посещена

if (!visited[neighbor]) { // O(1) - проверка на посещенность

visited[neighbor] = true; // O(1) - отмечаем соседнюю вершину как посещенную

distance[neighbor] = dist + weight; // O(1) - обновляем расстояние до соседа

parent[neighbor] = current; // O(1) - устанавливаем родителя

q.push({neighbor, dist + weight}); // O(1) - добавляем соседа в очередь

}

}

}

// Если целевая вершина не была найдена, возвращаем бесконечное расстояние и пустой путь

return {{numeric\_limits<double>::infinity(), 0},

{}}; // O(1) - возвращение результата

}

// Общая пространственная сложность - O(V), общая временная сложность - O(V + E)

// Метод для выполнения поиска в глубину (DFS)

pair<pair<double, int>, vector<Node>> dfs(Node start, Node goal) {

// Стек для хранения вершин и их текущих расстояний

stack<pair<Node, double>> s; // O(1) - создание стека, пространственная сложность - O(V) - в худшем случае все вершины могут быть добавлены в стек

// Хеш-таблицы для отслеживания посещенных вершин, расстояний и родительских вершин

unordered\_map<Node, bool> visited; // O(1) - создание хеш-таблицы, пространственная сложность - O(V)

unordered\_map<Node, double> distance; // O(1) - создание хеш-таблицы, пространственная сложность - O(V)

unordered\_map<Node, Node> parent; // O(1) - создание хеш-таблицы, пространственная сложность - O(V)

// Начальная установка: добавляем начальную вершину в стек с расстоянием 0

s.push({start, 0.0}); // O(1) - добавление в стек

visited[start] = true; // O(1) - отмечаем начальную вершину как посещенную

distance[start] = 0.0; // O(1) - устанавливаем расстояние до начальной вершины как 0

parent[start] = start; // O(1) - родитель начальной вершины - сама она

// Основной цикл DFS

while (!s.empty()) { // O(V) - в худшем случае, когда все вершины будут обработаны

// Извлекаем текущую вершину и её расстояние из стека

Node current = s.top().first; // O(1) - получение текущего узла, пространственная сложность - O(1)

double dist = s.top().second; // O(1) - получение расстояния, пространственная сложность - O(1)

s.pop(); // O(1) - удаление из стека

// Если текущая вершина совпадает с целевой вершиной, восстанавливаем путь

if (current == goal) { // O(1) - проверка на совпадение

vector<Node> path; // Вектор для хранения пути, пространственная сложность - O(P), где P — длина пути

int edgeCount = 1; // Счетчик ребер, пространственная сложность - O(1)

// Восстановление пути от goal до start

for (Node at = goal; at != start; at = parent[at]) { // O(P) - P - длина пути

path.push\_back(at); // O(1) - добавляем узел в путь

edgeCount++; // O(1) - увеличиваем счетчик

}

path.push\_back(start); // O(1) - добавляем начальную вершину в путь

// Обращение пути, чтобы он начинался с start и заканчивался goal

reverse(path.begin(), path.end()); // O(P) - обращение вектора

// Возвращаем результат: расстояние, количество ребер и путь

return {{dist, edgeCount}, path}; // O(1) - возвращение результата

}

// Исследование соседних вершин текущей вершины

for (auto neighbor\_pair: adjList[current]) { // O(E) - в худшем случае

Node neighbor = neighbor\_pair.first; // O(1) - получение соседнего узла, пространственная сложность - O(1)

double weight = neighbor\_pair.second; // O(1) - получение веса ребра, пространственная сложность - O(1)

// Если соседняя вершина не была посещена

if (!visited[neighbor]) { // O(1) - проверка на посещенность

visited[neighbor] = true; // O(1) - отмечаем соседнюю вершину как посещенную

distance[neighbor] = dist + weight; // O(1) - обновляем расстояние до соседа

parent[neighbor] = current; // O(1) - устанавливаем родителя

s.push({neighbor, dist + weight}); // O(1) - добавляем соседа в стек

}

}

}

// Если целевая вершина не была найдена, возвращаем бесконечное расстояние и пустой путь

return {{numeric\_limits<double>::infinity(), 0},

{}}; // O(1) - возвращение результата

}

// Общая пространственная сложность - O(V), общая временная сложность - O(V + E)

// Метод для выполнения алгоритма Дейкстры

pair<pair<double, int>, vector<Node>> dijkstra(Node start, Node goal) {

// Приоритетная очередь для хранения узлов и их текущих расстояний (первыми в ней будут элементы с меньшим весом)

priority\_queue<pair<double, Node>, vector<pair<double, Node>>, greater<pair<double, Node>>> pq; // O(1) - создание приоритетной очереди, пространственная сложность - O(V) - в худшем случае все узлы могут быть добавлены в очередь

// Хеш-таблицы для хранения расстояний, посещенных узлов и родительских узлов

unordered\_map<Node, double> distances; // O(1) - создание хеш-таблицы для расстояний, пространственная сложность - O(V)

unordered\_map<Node, bool> visited; // O(1) - создание хеш-таблицы для посещенных узлов, пространственная сложность - O(V)

unordered\_map<Node, Node> parent; // O(1) - создание хеш-таблицы для родительских узлов, пространственная сложность - O(V)

// Инициализация расстояний до всех узлов как бесконечность

for (auto pair: adjList) { // O(V) - инициализация расстояний

distances[pair.first] = numeric\_limits<double>::infinity(); // O(1) - установка расстояния

}

// Установка начального расстояния до стартового узла

distances[start] = 0.0; // O(1) - установка расстояния до стартового узла

pq.push({0.0, start}); // O(log V) - добавление стартового узла в приоритетную очередь

parent[start] = start; // O(1) - родитель стартового узла - сама она

// Основной цикл алгоритма Дейкстры

while (!pq.empty()) { // O(V) - в худшем случае, когда все узлы будут обработаны

// Извлечение узла с минимальным расстоянием

double currentDistance = pq.top().first; // O(1) - получение минимального расстояния, пространственная сложность - O(1)

Node current = pq.top().second; // O(1) - получение узла, пространственная сложность - O(1)

pq.pop(); // O(log V) - удаление узла из приоритетной очереди

// Если текущий узел совпадает с целевым узлом, восстанавливаем путь

if (current == goal) { // O(1) - проверка на совпадение

vector<Node> path; // Вектор для хранения пути, пространственная сложность - O(P), где P — длина пути

int edgeCount = 1; // Счетчик ребер, пространственная сложность - O(1)

for (Node at = goal; at != start; at = parent[at]) { // O(P) - P - длина пути

path.push\_back(at); // O(1) - добавляем узел в путь

edgeCount++; // O(1) - увеличиваем счетчик

}

path.push\_back(start); // O(1) - добавляем начальную вершину в путь

reverse(path.begin(), path.end()); // O(P) - обращение пути

return {{currentDistance, edgeCount}, path}; // O(1) - возвращение результата

}

// Если узел уже посещен, пропускаем его

if (visited[current]) continue; // O(1) - проверка на посещенность

visited[current] = true; // O(1) - отмечаем текущий узел как посещенный

// Исследование соседних узлов

for (auto neighbor\_pair: adjList[current]) { // O(E) - в худшем случае, когда все соседи текущего узла будут обработаны

Node neighbor = neighbor\_pair.first; // O(1) - получение соседнего узла, пространственная сложность - O(1)

double weight = neighbor\_pair.second; // O(1) - получение веса ребра, пространственная сложность - O(1)

// Вычисление нового расстояния до соседнего узла

double newDist = currentDistance + weight; // O(1) - вычисление нового расстояния, пространственная сложность - O(1)

// Если новое расстояние меньше текущего расстояния до соседнего узла

if (newDist < distances[neighbor]) { // O(1) - проверка условия

distances[neighbor] = newDist; // O(1) - обновляем расстояние до соседа

parent[neighbor] = current; // O(1) - устанавливаем родителя

pq.push({newDist, neighbor}); // O(log V) - добавляем соседа в очередь

}

}

}

// Если целевой узел не был найден, возвращаем бесконечное расстояние и пустой путь

return {{numeric\_limits<double>::infinity(), 0},

{}}; // O(1) - возвращение результата

}

// Общая пространственная сложность - O(V), общая временная сложность - O((V + E) log V)

// Эвристическая функция для оценки расстояния между двумя узлами (евклидово расстояние)

double heuristic(Node a, Node b) {

return sqrt(pow(a.lon - b.lon, 2) + pow(a.lat - b.lat, 2)); // O(1) - вычисляем евклидово расстояние, пространственная сложность - O(1)

}

// Метод для выполнения алгоритма A\*

pair<pair<double, int>, vector<Node>> aStar(Node start, Node goal) {

// Приоритетная очередь для хранения узлов и их текущих fScore (первыми в ней будут элементы с меньшим весом)

priority\_queue<pair<double, Node>, vector<pair<double, Node>>, greater<pair<double, Node>>> pq; // O(1) - создание приоритетной очереди, пространственная сложность - O(V) - в худшем случае все узлы могут быть добавлены в очередь

// Хеш-таблицы для хранения gScore, fScore и родительских узлов

unordered\_map<Node, double> gScore; // O(1) - создание хеш-таблицы для gScore, пространственная сложность - O(V)

unordered\_map<Node, double> fScore; // O(1) - создание хеш-таблицы для fScore, пространственная сложность - O(V)

unordered\_map<Node, Node> parent; // O(1) - создание хеш-таблицы для родительских узлов, пространственная сложность - O(V)

// Инициализация gScore и fScore для всех узлов как бесконечность

for (auto pair: adjList) { // O(V) - инициализация gScore и fScore

gScore[pair.first] = numeric\_limits<double>::infinity(); // O(1) - установка gScore

fScore[pair.first] = numeric\_limits<double>::infinity(); // O(1) - установка fScore

}

// Установка начального gScore и fScore для стартового узла

gScore[start] = 0.0; // O(1) - gScore для стартового узла

fScore[start] = heuristic(start, goal); // O(1) - fScore для стартового узла

parent[start] = start; // O(1) - родитель стартового узла - сама она

// Добавление стартового узла в приоритетную очередь

pq.push({fScore[start], start}); // O(log V) - добавление стартового узла в очередь

// Основной цикл алгоритма A\*

while (!pq.empty()) { // O(V) - в худшем случае, когда все узлы будут обработаны

// Извлечение узла с минимальным fScore

double currentFScore = pq.top().first; // O(1) - получение минимального fScore, пространственная сложность - O(1)

Node current = pq.top().second; // O(1) - получение узла, пространственная сложность - O(1)

pq.pop(); // O(log V) - удаление узла из приоритетной очереди

// Если текущий узел совпадает с целевым узлом, восстанавливаем путь

if (current == goal) { // O(1) - проверка на совпадение

vector<Node> path; // Вектор для хранения пути, пространственная сложность - O(P), где P — длина пути

int edgeCount = 1; // Счетчик ребер, пространственная сложность - O(1)

for (Node at = goal; at != start; at = parent[at]) { // O(P) - P - длина пути

path.push\_back(at); // O(1) - добавляем узел в путь

edgeCount++; // O(1) - увеличиваем счетчик

}

path.push\_back(start); // O(1) - добавляем начальную вершину в путь

reverse(path.begin(), path.end()); // O(P) - обращаем путь

return {{gScore[current], edgeCount}, path}; // O(1) - возвращаем результат

}

// Исследование соседних узлов

for (auto neighbor\_pair: adjList[current]) { // O(E) - в худшем случае, когда все соседи текущего узла будут обработаны

Node neighbor = neighbor\_pair.first; // O(1) - получение соседнего узла, пространственная сложность - O(1)

double weight = neighbor\_pair.second; // O(1) - получение веса ребра, пространственная сложность - O(1)

// Вычисление временного gScore для соседнего узла

double tentativeGScore = gScore[current] + weight; // O(1) - вычисление временного gScore, пространственная сложность - O(1)

// Если временный gScore меньше текущего gScore для соседнего узла

if (tentativeGScore < gScore[neighbor]) { // O(1) - проверка условия

// Обновление gScore и fScore для соседнего узла

gScore[neighbor] = tentativeGScore; // O(1) - обновляем gScore

fScore[neighbor] = tentativeGScore + heuristic(neighbor, goal); // O(1) - обновляем fScore

parent[neighbor] = current; // O(1) - устанавливаем родителя

pq.push({fScore[neighbor], neighbor}); // O(log V) - добавляем соседа в очередь

}

}

}

// Если целевой узел не был найден, возвращаем бесконечное расстояние и пустой путь

return {{numeric\_limits<double>::infinity(), 0},

{}}; // O(1) - возвращение результата

}

// Общая пространственная сложность - O(V), общая временная сложность - O((V + E) log V)

};

// Функция для запуска тестов

void runTests() {

Graph graph; // Создаем экземпляр графа

// Тест 1: Простой граф с прямым путем

string data1 = R"(

1.0,1.0:2.0,2.0,1.0;

2.0,2.0:3.0,3.0,1.0;

3.0,3.0:4.0,4.0,1.0;

)";

graph.parseData(data1); // Парсим данные графа из строки

Node start1{ 1.0, 1.0 }; // Определяем начальную вершину

Node goal1{ 4.0, 4.0 }; // Определяем целевую вершину

// Проверяем, что все алгоритмы возвращают правильное расстояние

assert(graph.bfs(start1, goal1).first.first == 3.0); // Проверка BFS

assert(graph.dfs(start1, goal1).first.first == 3.0); // Проверка DFS

assert(graph.dijkstra(start1, goal1).first.first == 3.0); // Проверка алгоритма Дейкстры

assert(graph.aStar(start1, goal1).first.first == 3.0); // Проверка алгоритма A\*

graph.clear(); // Очищаем граф для следующего теста

// Тест 2: Граф без пути

string data2 = R"(

1.0,1.0:2.0,2.0,1.0;

3.0,3.0:4.0,4.0,1.0;

)";

graph.parseData(data2); // Парсим данные графа из строки

Node start2{ 1.0, 1.0 }; // Определяем начальную вершину

Node goal2{ 4.0, 4.0 }; // Определяем целевую вершину

// Проверяем, что все алгоритмы возвращают бесконечное расстояние

assert(graph.bfs(start2, goal2).first.first == numeric\_limits<double>::infinity()); // Проверка BFS

assert(graph.dfs(start2, goal2).first.first == numeric\_limits<double>::infinity()); // Проверка DFS

assert(graph.dijkstra(start2, goal2).first.first == numeric\_limits<double>::infinity()); // Проверка алгоритма Дейкстры

assert(graph.aStar(start2, goal2).first.first == numeric\_limits<double>::infinity()); // Проверка алгоритма A\*

graph.clear(); // Очищаем граф для следующего теста

// Тест 3: Граф с циклом

string data3 = R"(

1.0,1.0:2.0,2.0,1.0;

2.0,2.0:3.0,3.0,1.0;

3.0,3.0:1.0,1.0,1.0;

)";

graph.parseData(data3); // Парсим данные графа из строки

Node start3{ 1.0, 1.0 }; // Определяем начальную вершину

Node goal3{ 3.0, 3.0 }; // Определяем целевую вершину

// Проверяем, что все алгоритмы возвращают правильное расстояние

assert(graph.bfs(start3, goal3).first.first == 1.0); // Проверка BFS

assert(graph.dfs(start3, goal3).first.first == 1.0); // Проверка DFS

assert(graph.dijkstra(start3, goal3).first.first == 1.0); // Проверка алгоритма Дейкстры

assert(graph.aStar(start3, goal3).first.first == 1.0); // Проверка алгоритма A\*

cout << "All tests passed!" << endl;

}

// Функция для тестирования данных из файла

void test\_file() {

Graph graph; // Создаем экземпляр графа

// Чтение данных из файла

ifstream inputFile("C:/Users/Lena/Downloads/graph.txt"); // Открываем файл для чтения

if (!inputFile.is\_open()) { // Проверяем, был ли файл успешно открыт

cerr << "Не удалось открыть файл!" << endl;

return;

}

stringstream buffer; // Создаем поток для хранения данных

buffer << inputFile.rdbuf(); // Считываем содержимое файла в поток

string data = buffer.str(); // Преобразуем поток в строку

graph.parseData(data); // Парсим данные графа

Node start{ 1.0, 1.0 }; // Определяем начальную вершину

Node goal{ 5.0, 5.0 }; // Определяем целевую вершину

// Проверяем, что все алгоритмы возвращают правильное расстояние

assert(graph.bfs(start, goal).first.first == 6.0); // Проверка BFS

assert(graph.dfs(start, goal).first.first == 6.0); // Проверка DFS

assert(graph.dijkstra(start, goal).first.first == 6.0); // Проверка алгоритма Дейкстры

assert(graph.aStar(start, goal).first.first == 6.0); // Проверка алгоритма A\*

// Запуск алгоритмов и замер времени

auto startBFS = chrono::high\_resolution\_clock::now(); // Начало замера времени для BFS

auto bfsResult = graph.bfs(start, goal); // Запуск BFS

auto endBFS = chrono::high\_resolution\_clock::now(); // Конец замера времени для BFS

cout << "BFS Distance: " << bfsResult.first.first << " Edges: " << bfsResult.first.second << " Time: "

<< chrono::duration\_cast<chrono::microseconds>(endBFS - startBFS).count() << "ms" << endl; // Выводим результаты BFS

cout << "BFS Path: "; // Выводим путь, найденный BFS

for (auto node : bfsResult.second) {

cout << "(" << node.lon << ", " << node.lat << ") "; // Форматируем вывод координат узлов пути

}

cout << endl;

auto startDFS = chrono::high\_resolution\_clock::now(); // Начало замера времени для DFS

auto dfsResult = graph.dfs(start, goal); // Запуск DFS

auto endDFS = chrono::high\_resolution\_clock::now(); // Конец замера времени для DFS

cout << "DFS Distance: " << dfsResult.first.first << " Edges: " << dfsResult.first.second << " Time: "

<< chrono::duration\_cast<chrono::microseconds>(endDFS - startDFS).count() << "ms" << endl; // Выводим результаты DFS

cout << "DFS Path: "; // Выводим путь, найденный DFS

for (auto node : dfsResult.second) {

cout << "(" << node.lon << ", " << node.lat << ") "; // Форматируем вывод координат узлов пути

}

cout << endl;

auto startDijkstra = chrono::high\_resolution\_clock::now(); // Начало замера времени для алгоритма Дейкстры

auto dijkstraResult = graph.dijkstra(start, goal); // Запуск алгоритма Дейкстры

auto endDijkstra = chrono::high\_resolution\_clock::now(); // Конец замера времени для алгоритма Дейкстры

cout << "Dijkstra Distance: " << dijkstraResult.first.first << " Edges: " << dijkstraResult.first.second << " Time: "

<< chrono::duration\_cast<chrono::microseconds>(endDijkstra - startDijkstra).count() << "ms" << endl; // Выводим результаты алгоритма Дейкстры

cout << "Dijkstra Path: "; // Выводим путь, найденный алгоритмом Дейкстры

for (auto node : dijkstraResult.second) {

cout << "(" << node.lon << ", " << node.lat << ") "; // Форматируем вывод координат узлов пути

}

cout << endl;

auto startAStar = chrono::high\_resolution\_clock::now(); // Начало замера времени для алгоритма A\*

auto aStarResult = graph.aStar(start, goal); // Запуск алгоритма A\*

auto endAStar = chrono::high\_resolution\_clock::now(); // Конец замера времени для алгоритма A\*

cout << "A\* Distance: " << aStarResult.first.first << " Edges: " << aStarResult.first.second << " Time: "

<< chrono::duration\_cast<chrono::microseconds>(endAStar - startAStar).count() << "ms" << endl; // Выводим результаты алгоритма A\*

cout << "A\* Path: "; // Выводим путь, найденный алгоритмом A\*

for (auto node : aStarResult.second) {

cout << "(" << node.lon << ", " << node.lat << ") "; // Форматируем вывод координат узлов пути

}

cout << endl;

cout << "Test\_file passed!" << endl;

}

int main() {

// Запускаем тесты, чтобы проверить корректность работы алгоритмов

runTests();

// Тестируем обработку данных из файла

test\_file();

Graph graph; // Создаем экземпляр графа для работы с данными

// Чтение данных из файла

ifstream inputFile("C:/Users/Lena/Downloads/spb\_graph (1).txt"); // Открываем файл для чтения данных графа

if (!inputFile.is\_open()) { // Проверяем, был ли файл успешно открыт

cerr << "Не удалось открыть файл!" << endl;

return 1;

}

stringstream buffer; // Создаем поток для хранения данных из файла

buffer << inputFile.rdbuf(); // Считываем содержимое файла в поток

string data = buffer.str(); // Преобразуем поток в строку, содержащую данные графа

graph.parseData(data); // Парсим данные графа из строки

// Определяем стартовую и целевую вершины для поиска пути

Node start{ 30.462547, 59.916606 }; // Стартовая вершина

Node goal{ 30.308108, 59.957238 }; // Целевая вершина

// Запуск алгоритмов поиска пути и замер времени выполнения

// Ниже приведены примеры замера времени и вывода результатов для различных алгоритмов.

// Запуск и замер времени для алгоритма BFS

// auto startBFS = chrono::high\_resolution\_clock::now(); // Начало замера времени для BFS

// auto bfsResult = graph.bfs(graph.find\_closest\_node(start), graph.find\_closest\_node(goal)); // Запуск алгоритма BFS для поиска пути от ближайшей к стартовой вершины до ближайшей к целевой вершины из файла

// auto endBFS = chrono::high\_resolution\_clock::now(); // Конец замера времени для BFS

// Выводим результаты BFS и время выполнения в секундах

// cout << "BFS Distance: " << bfsResult.first.first << " Edges: " << bfsResult.first.second << " Time: "

// << chrono::duration\_cast<chrono::milliseconds>(endBFS - startBFS).count() / 1000.0 << "s" << endl;

// cout << "BFS Path: "; // Выводим путь, найденный BFS

// for (auto node : bfsResult.second) {

// cout << "(" << node.lon << ", " << node.lat << ") "; // Форматируем вывод координат узлов пути

// }

// cout << endl;

// Аналогично для алгоритма DFS

// auto startDFS = chrono::high\_resolution\_clock::now(); // Начало замера времени для DFS

// auto dfsResult = graph.dfs(graph.find\_closest\_node(start), graph.find\_closest\_node(goal)); // Запуск алгоритма DFS для поиска пути от ближайшей к стартовой вершины до ближайшей к целевой вершины из файла

// auto endDFS = chrono::high\_resolution\_clock::now(); // Конец замера времени для DFS

// Выводим результаты DFS и время выполнения в секундах

// cout << "DFS Distance: " << dfsResult.first.first << " Edges: " << dfsResult.first.second << " Time: "

// << chrono::duration\_cast<chrono::milliseconds>(endDFS - startDFS).count() / 1000.0 << "s" << endl;

// cout << "DFS Path: "; // Выводим путь, найденный DFS

// for (auto node : dfsResult.second) {

// cout << "(" << node.lon << ", " << node.lat << ") "; // Форматируем вывод координат узлов пути

// }

// cout << endl;

// Аналогично для алгоритма Дейкстры

// auto startDijkstra = chrono::high\_resolution\_clock::now(); // Начало замера времени для алгоритма Дейкстры

// auto dijkstraResult = graph.dijkstra(graph.find\_closest\_node(start), graph.find\_closest\_node(goal)); // Запуск алгоритма Дейкстры для поиска кратчайшего пути от ближайшей к стартовой вершины до ближайшей к целевой вершины из файла

// auto endDijkstra = chrono::high\_resolution\_clock::now(); // Конец замера времени для алгоритма Дейкстры

// Выводим результаты алгоритма Дейкстры и время выполнения в секундах

// cout << "Dijkstra Distance: " << dijkstraResult.first.first << " Edges: " << dijkstraResult.first.second << " Time: "

// << chrono::duration\_cast<chrono::milliseconds>(endDijkstra - startDijkstra).count() / 1000.0 << "s" << endl;

// cout << "Dijkstra Path: "; // Выводим путь, найденный алгоритмом Дейкстры

// for (auto node : dijkstraResult.second) {

// cout << "(" << node.lon << ", " << node.lat << ") "; // Форматируем вывод координат узлов пути

// }

// cout << endl;

// Аналогично для алгоритма A\*

// auto startAStar = chrono::high\_resolution\_clock::now(); // Начало замера времени для алгоритма A\*

// auto aStarResult = graph.aStar(graph.find\_closest\_node(start), graph.find\_closest\_node(goal)); // Запуск алгоритма A\* для поиска кратчайшего пути от ближайшей к стартовой вершины до ближайшей к целевой вершины из файла

// auto endAStar = chrono::high\_resolution\_clock::now(); // Конец замера времени для алгоритма A\*

// Выводим результаты алгоритма A\* и время выполнения в секундах

// cout << "A\* Distance: " << aStarResult.first.first << " Edges: " << aStarResult.first.second << " Time: "

// << chrono::duration\_cast<chrono::milliseconds>(endAStar - startAStar).count() / 1000.0 << "s" << endl;

// cout << "A\* Path: "; // Выводим путь, найденный алгоритмом A\*

// for (auto node : aStarResult.second) {

// cout << "(" << node.lon << ", " << node.lat << ") "; // Форматируем вывод координат узлов пути

// }

// cout << endl;

// Запуск алгоритмов поиска пути и замер времени выполнения каждого алгоритма

// Начало замера времени для алгоритма BFS (поиск в ширину)

auto startBFS = chrono::high\_resolution\_clock::now(); // Запоминаем текущее время перед запуском алгоритма

auto bfsResult = graph.bfs(graph.find\_closest\_node(start), graph.find\_closest\_node(goal)); // Запускаем алгоритм BFS для поиска пути от ближайшей к стартовой вершины до ближайшей к целевой вершины из файла

auto endBFS = chrono::high\_resolution\_clock::now(); // Запоминаем текущее время после завершения алгоритма

// Выводим время выполнения алгоритма BFS в секундах

cout << "BFS Time: "

<< chrono::duration\_cast<chrono::milliseconds>(endBFS - startBFS).count() / 1000.0 << "s" << endl; // Преобразуем разницу времени в секунды и выводим

// Начало замера времени для алгоритма DFS (поиск в глубину)

auto startDFS = chrono::high\_resolution\_clock::now(); // Запоминаем текущее время перед запуском алгоритма

auto dfsResult = graph.dfs(graph.find\_closest\_node(start), graph.find\_closest\_node(goal)); // Запускаем алгоритм DFS для поиска пути от ближайшей к стартовой вершины до ближайшей к целевой вершины из файла

auto endDFS = chrono::high\_resolution\_clock::now(); // Запоминаем текущее время после завершения алгоритма

// Выводим время выполнения алгоритма DFS в секундах

cout << "DFS Time: "

<< chrono::duration\_cast<chrono::milliseconds>(endDFS - startDFS).count() / 1000.0 << "s" << endl; // Преобразуем разницу времени в секунды и выводим

// Начало замера времени для алгоритма Дейкстры

auto startDijkstra = chrono::high\_resolution\_clock::now(); // Запоминаем текущее время перед запуском алгоритма

auto dijkstraResult = graph.dijkstra(graph.find\_closest\_node(start), graph.find\_closest\_node(goal)); // Запускаем алгоритм Дейкстры для поиска кратчайшего пути от ближайшей к стартовой вершины до ближайшей к целевой вершины из файла

auto endDijkstra = chrono::high\_resolution\_clock::now(); // Запоминаем текущее время после завершения алгоритма

// Выводим время выполнения алгоритма Дейкстры в секундах

cout << "Dijkstra Time: "

<< chrono::duration\_cast<chrono::milliseconds>(endDijkstra - startDijkstra).count() / 1000.0 << "s" << endl; // Преобразуем разницу времени в секунды и выводим

// Начало замера времени для алгоритма A\*

auto startAStar = chrono::high\_resolution\_clock::now(); // Запоминаем текущее время перед запуском алгоритма

auto aStarResult = graph.aStar(graph.find\_closest\_node(start), graph.find\_closest\_node(goal)); // Запускаем алгоритм A\* для поиска кратчайшего пути с учетом эвристики от ближайшей к стартовой вершины до ближайшей к целевой вершины из файла

auto endAStar = chrono::high\_resolution\_clock::now(); // Запоминаем текущее время после завершения алгоритма

// Выводим время выполнения алгоритма A\* в секундах

cout << "A\* Time: "

<< chrono::duration\_cast<chrono::milliseconds>(endAStar - startAStar).count() / 1000.0 << "s" << endl; // Преобразуем разницу времени в секунды и выводим

return 0;

}